
q Motivations & challenges
What are attributed networks and why embedding
Formal definitions and challenges

q Mining attributed networks with shallow embedding

q Mining attributed networks with deep embedding

q Human-centric network analysis

Attributed network embedding
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Example of node attributes

● Examples: user content in social media, reviews in co-purchasing 
networks, & paper abstracts in citation networks
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Attributed networks are prevalent in practice

● Node attributes: a rich set of data describing the unique 
characteristics of each node

Nodes Have 
Different Attributes
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Node attributes & network are correlated

● Node attributes and network influence each other and are inherently 
correlated

○ Explained by Homophily & social influence
○ High correlation of user posts & following relationships
○ Strong association between customer reviews & co-purchasing networks
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Hypothesis testing on correlation

● Hypothesis: there is no correlation between network affinities and

node attribute affinities (a significance level of 0.05)

● CorrCoef: Pearson correlation coefficient of two types of affinities

● Real-world network vs randomly-generated networks

○ Mean and max results of 100 synthetic networks

ACM

Training Set Percentage 10% 25% 50% 100%
# nodes for embedding 13,602 19,432 29,147 48,579

Micro-
average

NMF 0.610 0.653 0.660 0.664
Spectral 0.651 0.688 0.700 N.A.

FeatWalk X 0.665 0.676 0.675 0.667

DeepWalk 0.518 0.576 0.630 0.684
LINE 0.466 0.549 0.624 0.693

LCMF 0.659 0.690 0.706 N.A.
MultiSpec 0.671 0.709 0.719 N.A.
AANE 0.665 0.701 0.715 0.722

FeatWalk 0.686 0.722 0.738 0.751

Dataset Scenarios CorrCoef p-value

BlogCatalog
Real-world 3.69e-002 0.00e-016

RandomMean 3.14e-005 0.18
RandomMax 1.40e-003 4.42e-016

Flickr
Real-world 1.85e-002 0.00e-016

RandomMean 2.15e-005 0.49
RandomMax 5.48e-004 3.37e-003

Table 1: Correlation between the network proxim-
ity and node attribute proximity w.r.t. the three
metrics.
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Attributed network embedding

● Given ! and ", we aim to represent each node as a d-dimensional
vector #$, such that % can preserve node proximity both in network
and node attributes

• Clustering
• Link Prediction
• Classification
• Visualization
• ⋯

n1

n2

n3

n4

n5

n6
Latent Space

Off-the-shelf 
ML Algorithms

Network & Node Attributes Embedding
Representation Tasks
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Why attributed network embedding

● Traditional graph theory based analysis achieves suboptimal in
large-scale networks with complex tasks

○ Shortest path, maximum flow, centrality

● Aim to take advantage of off-the-shelf machine learning algorithms

● Provide general ways to handle the
heterogeneous info in networked
systems

○ Friend recommendation: social links,
textual posts, categorical attributes,
images.

○ Taxi demand forecast: region networks,
demographic and meteorological data.
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Challenges: heterogeneity & large scale

● Difficult to jointly assess node proximity from the heterogeneous
information

○ Distinct modalities: topological structures & node attributes

● Number of nodes and dimension of attributes could be large
○ It could be expensive to store or manipulate the high-dimensional

matrices such as node attribute similarity
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Real-world attributes are high-dimensional

https://euobserver.com/institutional/141025

. (MEP: European Parliament)
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Data characteristics vary significantly

● Different types of useful heterogeneous info, such as multiple
networks, multiple types of node attributes, & labels

○ Facebook: attributes in introduction, words in posts, content in photos,
predefined groups etc.

○ Amazon: product info, customer reviews, customer purchasing records,
customer viewing history, etc.


